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ABSTRACT 

In recent years, extensive research has focused on the development of techniques for multi-sensor data 
fusion systems. These fusion systems process data from multiple sensors to develop improved estimates of 
the position, velocity, attributes, and identity of entities such as targets or entities of interest. Typically, 
the fused data are displayed on a geographical information display (e.g., data are overlaid on a map with 
terrain features, political information, and the data are shown as icons representing the observed 
entities).  Analysts interpret the data to develop an assessment of an evolving situation or threat. Despite 
significant improvements in computer displays, haptic interface devices, and new three-dimensional  
full-immersion display capabilities, the data fusion displays have seen little changes to take advantage of 
a human’s ability to access data. This paper describes two concepts for improved understanding of data; 
(1) the utilization of multiple human senses to interact with and interpret data, and (2) the dual use of 
language and vision to improve information understanding. 

INTRODUCTION 

Historically, information displays for display and understanding of data fusion products have focused on 
the use of vision. These displays typically involve geographical information displays involving a map and 
map overlays. The evolution of such displays has focused on increasing resolution, multi-layer 
information displays, utilization of icons, and interaction mechanisms using pull-down windows and 
related techniques. We argue that, while vision is a powerful human sense, such interfaces ignore the other 
human senses of hearing, touch, smell and taste. True virtual reality would exploit all of these senses to 
make displayed data seem more “real”, and to take advantages of individual preferences for information 
access and improved understanding via multi-mode interaction. Research conducted by our group at Penn 
State University has utilized multiple human senses (including vision, sound and touch) to improve the 
analysis and understanding of data. New techniques have been developed including; (1) use of sound 
sonification to interpret data uncertainty, (2) use of novel 3D visual devices paradigms, such as height to 
represent temporal phenomena, (3) use of transparency to represent uncertainty, and (4) haptic devices to 
interpret data. The utilization of such methods provides the opportunity for improved understanding of 
complex data such as multi-spectral, multi-sensor environmental data. 

The second area of exploration has involved the combined utilization of human visual intelligence and 
language intelligence to understand data. Humans exhibit intelligence in two broad arenas; vision and 
language skills. Standard data fusion displays rely only on human visual intelligence to interpret data. 
Examples of visual intelligence include pattern recognition, understanding of proximity and motion, and 
utilization of our knowledge of the physical world. Humans have the ability to apply a visual intelligence 
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to interpret information. While this is a powerful cognitive skill, there are cognitive biases based on vision. 
Examples include our lack of ability to “un-see” a pattern once it has been recognized, identification of 
patterns in random data (recognition of patterns even when patterns are not meaningful), and an implicit 
assumption that proximity is related to causal relationships. We have developed some concepts  
to explicitly use both vision and language capability for improved information understanding.  
These concepts leverage some newly developed methods for transforming image information into text 
(viz., descriptions about the image content). Use of such transformations allows a user to access and use 
both visual intelligence and natural language reasoning ability. 

AN EXPERIMENT WITH NASA DATA 

Some of the concepts described above were explored under a grant from the National Aeronautics and 
Space Administration (NASA [1]). The objective of the NASA funded research into information fusion 
was to combine remote sensor data with other information sources for improved data interpretation and 
understanding. We focused on automated contextual interpretation of multi-source information integration 
and fusion supporting human analysis [2]. 

For this project, information fusion techniques include the correlation and conditioning of data products, 
both geo-spatially and temporally, and fusion and interpretation of data using a hybrid reasoning approach. 
The following topics were pursued: 

1) Fusion of non-commensurate multi-source sensor data and information, including images and 
textual reports. 

2) Performing automated contextual interpretation of earth science data to assist human analysis by 
modeling multi-expert knowledge via fuzzy-logic rules, incorporating collected sensor data via 
neural networks, and combining domain knowledge and observed information via a novel hybrid 
reasoning approach. 

The objective of this research into data visualization techniques was to model, represent, and display 
complex multi-dimensional terrestrial and atmospheric data and processes. Deception and confusion have 
been long-standing concerns in the discussion of computer-generated graphics I [3]. Our objective was  
to create a presentation in which the form and style was consistent with the nature of the data.  
This environment allows multiple collaborative users to be fully immersed within a digital representation 
of integrated information. It has been seen that the user interaction components of immersive environment 
technologies are often poorly designed. As a result, many visually compelling environments are difficult 
to use and thus unproductive [4]. Our objective was to design and implement an environment that enables 
the user to easily interact with the earth science data, to facilitate the user’s innate human abilities to work 
collaboratively and assimilate multi-sensory information. 

The following topics have been pursued: 

1) Application of multi-dimensional, immersive visualization and interaction techniques to 
integrating earth science data products and the results of automated reasoning for improved 
interpretation and data discovery. 

2) Development of visualization techniques to augment the presentation of ES geo-spatial, 
parametric, and temporal attributes within an immersive visualization environment. 

Figure 1 presents the project concept of multi-source information integration and fusion for attaining 
improved contextual interpretation and understanding. 
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Figure 1: Multi-Source Earth Science Fusion and Visualization Objectives. 

SUMMARY OF RESULTS 
The research performed on this project demonstrated the potential for the successful application of hybrid 
reasoning approaches to the problems of earth science information processing, analysis and understanding. 
Applying hybrid reasoning techniques to the problem of predicting fire danger showed the capability to 
fuse non-commensurate information and domain knowledge to model, represent, and display complex 
multi-dimensional terrestrial and atmospheric data. While this effort was not uniquely focused as a 
solution to the problem of predicting fire danger, it presents the framework of a methodology that could be 
used for the solution of this and other earth science issues. 

The immersive visualization provided an effective environment for users to experience the earth science 
information and data fusion results, interacting with the environment by means of well-practiced 
techniques and perceptual skills. By presenting the multi-source data in a geo-spatial, geo-temporal 
context in which the users could interactively navigate and manipulate the data, this environment showed 
potential for a variety of earth science analysis tasks. Although there are some limitations due to the 
current state of the technology, this demonstration showed that usable complex environments are possible. 
As data collection quantity and resolution continue to increase, the data volume will always exceed the 
technical capabilities so the community must continue to develop innovative and effective multi-sensory 
analysis techniques. 

We believe that automated fusion methods supporting human analysis, such as those demonstrated by  
this project, will provide aids to reduce cognitive biases, improve the understanding of heterogeneous, 
multi-source data, and provide increased opportunities for data discovery.  
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Medical applications such as the ability to remotely operate 

 SYMPOSIA DISCUSSION – PAPER NO: 2 

Author Name: Dr. David L. Hall, Pennsylvania State Univ., USA 

Question: 
How do you validate a hybrid approach? How do you know when you converge on a solution? 

Author Response: 
Develop the best set of rules possible, and then train a neural network to faithfully represent those rules. 
Then it is a matter of allowing the neural network to evolve with more data sets. 

Question: 
It is often difficult to extract a good percentage of the expert’s knowledge, what are some ways of 
representing human intuition? 

Author Response: 
It is an iterative process. When you first apply the rules developed with an expert to data and get results,  
it might point to changes to the rules. The results of the evolved rules are taken back to the expert to 
confirm. Sometimes the expert did not think to include specific criteria, for example, or doesn’t realize 
they were using a rule until it is pointed out. 

Question: 
The virtual reality cave method is very nice to look at, but appears awkward to do work in. You can’t 
carry it around, where do you do your analysis, where is your workspace? 

Author Response: 
Different instantiations of the technology are suited to different users and applications. Oil exploration and 
automobile design are two of the industries utilizing this technology right now. It gives them the 
opportunity to bring people, possibly from different areas of expertise into the same environment and 
understanding. The choice of the display or instantiation of the technology utilized for a specific 
application should be one of the last things you do, after the requirements and application have been 
clearly defined. 

Examples of uses sited: 

• 

• 

Mineral exploration where you can follow the path of the mine 
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Outline

• The modern dilemma of knowledge
acquisition

• A vision for information access and
understanding

• Emerging concepts for data acquisition and
understanding

• An experiment in data interpretation
• Research challenges
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The modern dilemma of knowledge
acquisition

• Ubiquitous sensing
– Micro and nano-scale sensors

• Ultra-wide bandwidth communications
– Wireless communications
– Blurring of LANs and WANs

• Distributed computing and modeling
– Internet accessible models and services

(e.g., accu-weather)
• Overwhelming data rich (and model poor)

environments
• Excess computing capability
• Cognitive versus computational barriers

Why are we starved for knowledge

 while immersed in a sea of data?
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Graphic, Applied Computing 4-Day
Conference, www.ac-conference.com,

2000.

InformationInformation
FusionFusion

•   Enabling technologies exist
•   System effectiveness is affected by human characteristics
•   Additional cognitive-centered research needed

••      Enabling technologies exist
•   System effectiveness is affected by human characteristics
•   Additional cognitive-centered research needed

Our Vision:
Bring Entire Earth’s Resources to Individual Analyst

Textual data
exemplars

Real-world
knowledge

Environmental models

Correlated,
conditioned data
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The JDL Data Fusion Model
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Hierarchy of Inference Techniques

Type of Inference Applicable Techniques

- Threat Analysis

- Situation Assessment

- Behavior/Relationships of
Entities

- Identity, Attributes and
Location of an Entity

- Existence and Measurable
Features of an Entity

High

Low

- Knowledge-Based Techniques

- Decision-Level Techniques

- Estimation Techniques

- Signal Processing Techniques

- Expert Systems
- Scripts, Frames, Templating
- Case-Based Reasoning
- Genetic Algorithms
- etc.

- Neural Nets
- Cluster Algorithms
- Fuzzy Logic

- Bayesian Nets
- Maximum a posteriori

Probability (e.g. Kalman
Filters, Bayesian),

- Evidential Reasoning
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R
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C
E 
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Trends in Data Fusion

Detection/Classification
   - WB and NB
   - Wavelets
   - Signal Design
   - Adaptive DSP

Multiple Hypothesis Tracking
Random Set Theory

Hybrid Estimation/Correlation
Feature-based ATR

Model-based Pattern Recognition

Distributed DBMS
   - Adaptive User Interfaces
   - Schema Models
   - Network Modeling/PA

Hybrid Methods for
Computer Optimization

       - Neural Networks
       - Genetic Algorithms

Advanced
Propagation

Analysis

3-D Immersive Displays
COTS-based NLP

Sensor Design
   - Adaptive Arrays
   - Synthetic Aperture
   - Matched Field/Mode
   - Robust Arrays

Sources
Human

Computer
Interaction

DATA FUSION DOMAIN

Level Zero
Sub-Object 
Association

Level One
Object

Assessment

Level Two
Situation

Assessment

Level Three
Impact 

Assessment

Level Four
Process

Refinement

Database Management System

Support
Database

Fusion
Database

Data Processed
Data

InterpretationsStatistical
Estimates Hypotheses Decisions

Approximate Reasoning
   - Fuzzy Logic
   - Continuous Interference Net
   - Logical Templates
   - Hybrid Reasoning
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Innovations
• Combining sensor and textual data
• Contextual interpretation and understanding
• Human-centered presentation and user-profiling
• Transformation of image to semantic information

An Experiment in Understanding Earth
Science Data
Contextual interpretation and human-center interaction with multi-source data

Multi-source information fusion and presentation
enabling collaboration within a human-centered
workspace

 

Techniques
• Immersive visualization environments
• Hybrid reasoning models
• Multi-modal human-computer interface
• Hierarchical wavelet-based image
  decomposition



September 20022-9

Key Research Strategies for Improved Data
Understanding

• Fuse non-commensurate multi-source sensor data and information

• Perform automated reasoning to assist human analysis

• Explicitly design for human-in-the-loop data interpretation

• Utilize predictive analysis and alternative hypotheses evaluation
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Remote-sensed Earth Science Data Sample

Data FormatSourceData Product

Text report,
Point location

ERS-1&2, ATSR
sensor
Bands of 1.6, 3.7,
11.0, 12.0 micrometers

Fire Event
Detected fire indication
with time and location

HDF-EOS,
Equal angle grid

Terra satellite, MODIS
sensor
Bands 1, 2, 17, 18, 19

Precipitable Water
Column water vapor
amounts

HDF-EOS,
Integerized sinusoidal
projection

Terra satellite, MODIS
sensor
Bands 1 - 7

Leaf Area Index
One-sided leaf area per
unit ground area

HDF-EOS,
Integerized sinusoidal
projection

Terra satellite, MODIS
sensor
Bands 20, 22, 23, 29,
31, 32, 33

Land Surface
Temperature
Day/night land
temperature per grid

   Widely-available multi-source remote-sensed data and textual
   information can be fused to make interpretations and inferences
   using hybrid reasoning techniques.
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• Structure: 30’ x 27’ x 13’
• Center IPD Room: 10’ x 10’ x 9’

• 4 walls, 360-degree surround images

Entry
(Hinged Frame)

Mylar Mirror

BarcoGraphics 1209s
Projectors

Rear-Projection
Screen (10’ x 9’)

3-D Full Immersion Visualization Environment
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ES Data Geo-temporal Visualization Example
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ES Data Geo-temporal Visualization Example
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Data Preprocessing/Correlation (Level 0, 1)

• Data sets - multiple types of Earth Science (ES) data
• Data transformation -  ES data from HDF-EOS to binary
• Level 1 correlation - correlate the data values geo-spatially and temporally
• Tools - EOS Data Gateway, MODIS Re-projection Tool, HDF-EOS libraries

Correlated,
conditioned data

Input data

Geospatial and Temporal
Correlation and Conditioning

• Image to image co-registration
• Report to co-registered image
data correlation

- Temporal (Gaussian
distribution metric)
- Geospatial (Mahalanobis
measure)
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Symbolic Hybrid Reasoning (Level 2,3)

• Hybrid reasoning - combines explicit expert knowledge (from experts and models) with
implicit knowledge “learned” from data
• Hybrid knowledge representation - overcomes limitations of individual techniques:

- Limited data to train neural networks
- Lack of specificity of explicit systems (e.g., rule-based systems)

• Hybrid system performance - more robust/less fragile than non-hybrid methods

Textual data
exemplars

Neural
Network
Training

Neural
network Fire danger

prediction

Real-world
knowledge

Weather models

Correlated,
conditioned data
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Explicit Reasoning

Explicit
Rule Set

• Multi-valued logic - rules developed
with 3 observable parameters that have
an impact of fire danger
• Input and output parameters – data
allowed to take values of Low, Medium, or
High
• Rule set - 27 rules developed

Neural
Network
Training

• Neural network- network with 3 input
neurons,  4 hidden neurons, and 1
output neuron
• Network training - trained using the
back-propagation training method in
MATLAB® Neural Network toolbox
• Network performance - performed
100% correct prediction on the rule
base

Explicitly trained neural net of
predicted fire danger over
Washington State, Sept. 21, 2001
Fire danger:
           Low - blueblue
           Medium - yellowyellow
           High - redred
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Hybrid Reasoning Results

• Data set - 17 observed fires in the region over the
time period from March through November 2001
• Explicit knowledge - tested explicit neural net
with half of the observed fire data; performed 20%
correct prediction
• Implicit knowledge - implicit net trained on
observed fire data, performed 80% correct
prediction on test fire data
• Hybrid results - performed 87% correct
prediction on test fire data with the hybrid neural net

Fire danger:
           Low - blueblue
           Medium - yellowyellow
           High - redred

Neural
Network

Hybrid neural net of predicted fire
danger over Washington State,

September 21, 2001

       LST                             LAI                            PWV
                                                                   (lower resolution)
                           Observable parameters
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Comparison of Reasoning Performance

      Hybrid
87% correct prediction Fire danger:

           Low - blueblue
           Medium - yellowyellow
           High - redredImplicit

80% correct prediction

Explicit
27% correct prediction

         WFAS
 Observed Fire Danger
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Level 3 Prediction Concept

Predictive and Causal
            Modeling

Textual reports
Geographic location

Time-stamped

Data Fusion and
Interpretation

• Feature-level and report-
level fusion using hybrid
reasoning system

• Explicit real-world
knowledge representation
(via fuzzy logic rules)

• Incorporation of implicit
information using real data
exemplars

Weather models

• Interpretation

• Predictions

• Explicit causal
hypotheses (via fuzzy
logic rules)
• Incorporation of
implicit data by
evolving the neural
network
• Multi-time scale
recurrent neural
networks incorporating
predictive
meteorological models

Correlated, conditioned data
Georegistered
Time-stamped
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The Balance of Knowledge Discovery
 and Analysis

Accumulate/Fuse 
& Discover
Information

Assess & 
Analyze

Hypotheses

Formulate & Refine
Alternate Hypotheses

Decompose
Problem

Retrieve
Information

Accumulate,
Filter & Fuse Data

Evaluate
Hypotheses

Reports

Accept &
Format Data

Meta Data
Tagging

Hierarchical 
Decomposition

Data Filtering,
Correlation & Fusion

Format & 
Display

Formulate &
Refine Queries

Problem-centered
Decomposition &
Source Analysis

Data

Monitor Process & User 
and Adapt for Improved 
Inferences

Interaction & 
Collaboration 
with other 
human & virtual 
agents
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Format Data
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Data Filtering,
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Format & 
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Research Issues and Challenges
• Geo-spatial and temporal

resolution of the data

• Availability of training data

• Multi-times scale and
asynchronous data

• Prediction intervals and
predictability horizons

• Incorporation of multi-expert
knowledge

• “Brittleness” of prediction and
reasoning

• Incorporation of negative
reasoning

• Default reasoning

• Approach for indeterminate &
unavailable information

• Human-in-the-loop processing
and multi-person collaboration

• Development of cognitive aids
for interpretation

• Multi-sensory representations of
uncertainty

    This problem provides a rich source of continuing challenges across multiple 
    disciplines.
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• With some
imagination and
near-term
innovations,
information fusion
and understanding
may not be so
difficult

Picture:  Stuart MacFarlane,
London, Daily News, October 1999.
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